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Preface

The Solaris Volume Manager Administration Guide explains how to use Solaris Volume
Manager to manage your system'’s storage needs, including creating, modifying, and
using RAID 0 (concatenation and stripe) volumes, RAID 1 (mirror) volumes, and
RAID 5 volumes, in addition to soft partitions and transactional log devices.

Who Should Use This Book

System and storage administrators will use this book to identify the tasks that Solaris
Volume Manager supports and how to use Solaris Volume Manager to provide more
reliable and accessible data.

How This Book Is Organized

The Solaris Volume Manager Administration Guide includes the following information:

Chapter 1 provides a detailed “roadmap” to the concepts and tasks described in this
book and should be used solely as a navigational aid to the book’s content.

Chapter 2 provides an introduction to general storage management concepts for those
readers who are new to this technology.

Chapter 3 describes Solaris Volume Manager and introduces essential product-related
concepts.

Chapter 4 provides an overall scenario for understanding the Solaris Volume Manager
product.

17
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Chapter 5 describes concepts related to state databases and state database replicas.

Chapter 6 explains how to perform tasks related to state databases and state database
replicas.

Chapter 7 describes concepts related to RAID 0 (stripe and concatenation) volumes.

Chapter 8 explains how to perform tasks related to RAID 0 (stripe and concatenation)
volumes.

Chapter 9 describes concepts related to RAID 1 (mirror) volumes.
Chapter 10 explains how to perform tasks related to RAID 1 (mirror) volumes.

Chapter 11 describes concepts related to the Solaris Volume Manager soft partitioning
feature.

Chapter 12 explains how to perform soft partitioning tasks.

Chapter 13 describes concepts related to RAID 5 volumes.

Chapter 14 explains how to perform tasks related to RAID 5 volumes.

Chapter 15 describes concepts related to hot spares and hot spare pools.

Chapter 16 explains how to perform tasks related to hot spares and hot spare pools.
Chapter 17 describes concepts related to transactional volumes.

Chapter 18 explains how to perform tasks related to transactional volumes.
Chapter 19 describes concepts related to disk sets.

Chapter 20 explains how to perform tasks related to disk sets.

Chapter 21 explains some general maintenance tasks that are not related to a specific
Solaris Volume Manager component.

Chapter 22 provides some “best practices” information about configuring and using
Solaris Volume Manager.

Chapter 23 provides concepts and instructions for using the Solaris Volume Manager
SNMP agent and for other error checking approaches.

Chapter 24 provides information about troubleshooting and solving common
problems in the Solaris Volume Manager environment.

Appendix A lists important Solaris Volume Manager files.

Appendix B provides tables that summarize commands and other helpful information.
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Appendix C provides a brief introduction to the CIM/WBEM API that allows open
Solaris Volume Manager management from WBEM-compliant management tools.

Related Books

Solaris Volume Manager is one of several system administration tools available for the
Solaris operating environment. Information about overall system administration
features and functions, as well as related tools are provided in the following:

m  System Administration Guide: Basic Administration
m  System Administration Guide: Advanced Administration

Accessing Sun Documentation Online

The docs.sun.com®™ Web site enables you to access Sun technical documentation
online. You can browse the docs.sun.com archive or search for a specific book title or
subject. The URLis http://docs.sun. com.

Typographic Conventions

The following table describes the typographic changes used in this book.

TABLE P-1 Typographic Conventions

Typeface or Symbol | Meaning Example

AaBbCcl123 The names of commands, files, and Edit your . login file.

directories; on-screen computer output . .
P p Use 1s -a to list all files.

machine name% you have

mail.
AaBbCc123 What you type, contrasted with machine_name$% su
on-screen computer output
Password:

Preface 19
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TABLE P-1 Typographic Conventions (Continued)

Typeface or Symbol | Meaning Example
AaBbCc123 Command-line placeholder: replace with | To delete a file, type rm
a real name or value filename.
AaBbCc123 Book titles, new words, or terms, or Read Chapter 6 in User’s Guide.

words to be emphasized.
P These are called class options.

You must be root to do this.

20

Shell Prompts in Command Examples

The following table shows the default system prompt and superuser prompt for the C
shell, Bourne shell, and Korn shell.

TABLE P-2 Shell Prompts

Shell Prompt

C shell prompt machine_name$%
C shell superuser prompt machine name#
Bourne shell and Korn shell prompt $

Bourne shell and Korn shell superuser prompt | #

Solaris Volume Manager Administration Guide ¢ April 2003




CHAPTER 1

Getting Started with Solaris Volume
Manager

The Solaris Volume Manager Administration Guide describes how to set up and maintain
systems using Solaris Volume Manager to manage storage for high availability,
flexibility, and reliability.

This chapter serves as a high-level guide to find information for certain Solaris Volume
Manager tasks, such as setting up storage capacity. This chapter does not address all
the tasks that you will need to use Solaris Volume Manager. Instead, it provides an
easy way to find procedures describing how to perform common tasks associated with
the following Solaris Volume Manager concepts:

What's New
Storage Capacity
Availability

1/0 Performance
Administration
Troubleshooting

Caution - If you do not use Solaris Volume Manager correctly, you can destroy data.
Solaris Volume Manager provides a powerful way to reliably manage your disks and
data on them. However, you should always maintain backups of your data,
particularly before you modify an active Solaris Volume Manager configuration.

21



Getting Started With Solaris Volume
Manager

Solaris Volume Manager Roadmap—What’s New

TABLE 1-1 Solaris Volume Manager Roadmap—What’s New

Task

Description

For Instructions

Manage storage in which one
or more components is
greater than 1 TB

Use physical LUNs that are greater than 1 TB
in size, or create logical volumes that are
greater than 1 TB.

“Overview of Solaris Volume
Manager Large Volume Support”
on page 47

Solaris Volume Manager Roadmap—Storage
Capacity

TABLE 1-2 Solaris Volume Manager Roadmap—Storage Capacity

Task

Description

For Instructions

Set up storage

Create storage that spans slices by creating a
RAID 0 or a RAID 5 volume. The RAID 0 or
RAID 5 volume can then be used for a file
system or any application, such as a database
that accesses the raw device

“How to Create a RAID 0 (Stripe)
Volume” on page 78

“How to Create a RAID 0
(Concatenation) Volume”
on page 79

“How to Create a RAID 1
Volume From Unused Slices”
on page 101

“How to Create a RAID 1
Volume From a File System”
on page 103

“How to Create a RAID 5
Volume” on page 148

Expand an existing file
system

Increase the capacity of an existing file system
by creating a RAID 0 (concatenation) volume,
then adding additional slices.

“How to Expand Space for
Existing Data” on page 81
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TABLE 1-2 Solaris Volume Manager Roadmap—Storage Capacity

(Continued)

Task

Description

For Instructions

Expand an existing RAID 0
(concatenation or stripe)
volume

Expand an existing RAID 0 volume by
concatenating additional slices to it.

“How to Expand an Existing
RAID 0 Volume” on page 83

Expand a RAID 5 volume

Expand the capacity of a RAID 5 volume by
concatenating additional slices to it.

“How to Expand a RAID 5
Volume” on page 152

Increase the size of a UFS file
system on a expanded
volume

Grow a file system by using the growfs
command to expand the size of a UFS while it
is mounted and without disrupting access to
the data.

“How to Grow a File System”
on page 244

Subdivide slices or logical
volumes into smaller
partitions, breaking the 8 slice
hard partition limit

Subdivide logical volumes or slices by using
soft partitions.

,

“How to Create a Soft Partition”
on page 134

Create a file system

Create a file system on a RAID 0 (stripe or
concatenation), RAID 1 (mirror), RAID 5, or
transactional volume, or on a soft partition.

“Creating File Systems (Tasks)”
in System Administration Guide:
Basic Administration

Solaris Volume Manager Roadmap—Availability

TABLE 1-3 Solaris Volume Manager Roadmap—Auvailablity

Task

Description

For Instructions

Maximize data availability

Use Solaris Volume Manager’s mirroring
feature to maintain multiple copies of your
data. You can create a RAID 1 volume from
unused slices in preparation for data, or you
can mirror an existing file system, including
root (/) and /usr.

“How to Create a RAID 1
Volume From Unused Slices”
on page 101

“How to Create a RAID 1
Volume From a File System”
on page 103

Add data availability with
minimum hardware cost

Increase data availability with minimum of
hardware by using Solaris Volume Manager’s
RAID 5 volumes.

“How to Create a RAID 5
Volume” on page 148

Increase data availability for
an existing RAID 1 or RAID 5
volume

Increase data availability for a RAID 1 or a
RAID 5 volume, by creating a hot spare pool
then associate it with a mirror’s submirrors, or
a RAID 5 volume.

“Creating a Hot Spare Pool”
on page 164

“Associating a Hot Spare Pool
With Volumes” on page 166

Chapter 1 » Getting Started with Solaris Volume Manager
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TABLE 1-3 Solaris Volume Manager Roadmap—Auvailablity

(Continued)

Task

Description

For Instructions

Increase file system
availability after reboot

Increase overall file system availability after
reboot, by adding UFS logging (transactional
volume) to the system. Logging a file system
reduces the amount of time that the fsck
command has to run when the system reboots.

“About File System Logging”
on page 175

Solaris Volume Manager Roadmap—I/O
Performance

TABLE 1-4 Solaris Volume Manager Roadmap—I/O Performance

Task

Description

For Instructions

Tune RAID 1 volume
read and write
policies

Specify the read and write policies for a RAID 1 volume
to improve performance for a given configuration.

“RAID 1 Volume Read and
Write Policies” on page 92

“How to Change RAID 1
Volume Options” on page 116

Optimize device
performance

Creating RAID 0 (stripe) volumes optimizes performance
of devices that make up the stripe. The interlace value can
be optimized for random or sequential access.

“Creating RAID 0 (Stripe)
Volumes” on page 78

Maintain device
performance within a
RAID 0 (stripe)

Expands stripe or concatenation that has run out of space
by concatenating a new component to it. A concatenation
of stripes is better for performance than a concatenation
of slices.

“Expanding Storage Space”
on page 81

Solaris Volume Manager
Roadmap—Administration

TABLE 1-5 Solaris Volume Manager Roadmap—Administration

Task

Description

For Instructions

Graphically
administer your
volume management
configuration

Use the Solaris Management Console to administer your
volume management configuration.

Online help from within
Solaris Volume Manager
(Enhanced Storage) node of
the Solaris Management
Console application
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TABLE 1-5 Solaris Volume Manager Roadmap—Administration

(Continued)

Task

Description

For Instructions

Graphically
administer slices and
file systems

Use the Solaris Management Console graphical user
interface to administer your disks and file systems,
performing such tasks as partitioning disks and
constructing UFS file systems.

Online help from within the
Solaris Management Console
application

Optimize Solaris
Volume Manager

Solaris Volume Manager performance is dependent on a
well-designed configuration. Once created, the
configuration needs monitoring and tuning.

“Solaris Volume Manager
Configuration Guidelines”
on page 45

“Working with Configuration
Files” on page 239

Plan for future
expansion

Because file systems tend to run out of space, you can
plan for future growth by putting a file system into a
concatenation.

“Creating RAID 0
(Concatenation) Volumes”
on page 79

“Expanding Storage Space”
on page 81

Solaris Volume Manager
Roadmap—Troubleshooting

TABLE 1-6 Solaris Volume Manager Roadmap—Troubleshooting

Task

Description

For Instructions

Replace a failed slice

If a disk fails, you must replace the slices used in your
Solaris Volume Manager configuration. In the case of
RAID 0 volume, you have to use a new slice, delete and
recreate the volume, then restore data from a backup.
Slices in RAID 1 and RAID 5 volumes can be replaced
and resynchronized without loss of data.

“Responding to RAID 1
Volume Component Failures”
on page 119

“How to Replace a Component
in a RAID 5 Volume”
on page 154

Recover from boot
problems

Special problems can arise when booting the system, due
to a hardware problem or operator error.

“How to Recover From
Improper /etc/vEstab
Entries” on page 274

“How to Recover From
Insufficient State Database
Replicas” on page 280

“How to Recover From a Boot
Device Failure” on page 276

Chapter 1 » Getting Started with Solaris Volume Manager
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TABLE 1-6 Solaris Volume Manager Roadmap—Troubleshooting

(Continued)

Task

Description

For Instructions

Work with
transactional volume
problems

Problems with transactional volumes can occur on either
the master or logging device, and they can either be
caused by data or device problems. All transactional
volumes sharing the same logging device must be fixed
before they return to a usable state.

“How to Recover a
Transactional Volume With a
Panic” on page 202

“How to Recover a
Transactional Volume With
Hard Errors” on page 203
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CHAPTER 2

Storage Management Concepts

This chapter provides a brief introduction to some common storage management
concepts. If you are already familiar with storage management concepts, you can
proceed directly to Chapter 3.

This chapter contains the following information:

m  “Introduction to Storage Management” on page 27

m  “Configuration Planning Guidelines” on page 29

m  “Performance Issues” on page 31

m  “Optimizing for Random I/0 and Sequential I/O” on page 32
.|

Introduction to Storage Management

Storage management is the means by which you control the devices on which the
active data on your system is kept. To be useful, active data must be available and
remain persistent even after unexpected events like hardware or software failure.

Storage Hardware

There are many different devices on which data can be stored. The selection of devices
to best meet your storage needs depends primarily on three factors:

m  Performance
®  Availability
m Cost

You can use Solaris Volume Manager to help manage the tradeoffs in performance,
availability and cost. You can often mitigate many of the tradeoffs completely with
Solaris Volume Manager.
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Solaris Volume Manager works well with any supported storage on any system that
runs the Solaris™ Operating Environment.

RAID Levels

RAID is an acronym for Redundant Array of Inexpensive (or Independent) Disks.
RAID refers to a set of disks, called an array or a volume, that appears to the user as a
single large disk drive. This array provides, depending on the configuration, improved
reliability, response time, or storage capacity.

Technically, there are six RAID levels, 0-5,. Each level refers to a method of distributing
data while ensuring data redundancy. (RAID level 0 does not provide data
redundancy, but is usually included as a RAID classification anyway. RAID level 0
provides the basis for the majority of RAID configurations in use.) Very few storage
environments support RAID levels 2, 3, and 4, so those environments are not
described here.

Solaris Volume Manager supports the following RAID levels:

= RAID Level 0-Although stripes and concatenations do not provide redundancy,
these constructions are often referred to as RAID 0. Basically, data are spread across
relatively small, equally-sized fragments that are allocated alternately and evenly
across multiple physical disks. Any single drive failure can cause data loss. RAID 0
offers a high data transfer rate and high I/O throughput, but suffers lower
reliability and lower availability than a single disk

m  RAID Level 1-Mirroring uses equal amounts of disk capacity to store data and a
copy (mirror) of the data. Data is duplicated, or mirrored, over two or more
physical disks. Data can be read from both drives simultaneously, meaning that
either drive can service any request, which provides improved performance. If one
physical disk fails, you can continue to use the mirror with no loss in performance
or loss of data.

Solaris Volume Manager supports both RAID 0+1 and (transparently) RAID 1+0
mirroring, depending on the underlying devices. See “Providing RAID 1+0 and
RAID 0+1” on page 89 for details.

= RAID Level 5-RAID 5 uses striping to spread the data over the disks in an array.
RAID 5 also records parity information to provide some data redundancy. A RAID
level 5 volume can withstand the failure of an underlying device without failing. If
a RAID level 5 volume is used in conjunction with hot spares, the volume can
withstand multiple failures without failing. A RAID level 5 volume will have a
substantial performance degradation when operating with a failed device.

In the RAID 5 model, every device has one area that contains a parity stripe and
others that contain data. The parity is spread over all of the disks in the array,
which reduces the write time. Write time is reduced because writes do not have to
wait until a dedicated parity disk can accept the data.
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Configuration Planning Guidelines

When you are planning your storage management configuration, keep in mind that
for any given application there are trade-offs in performance, availability, and hardware
costs. You might need to experiment with the different variables to determine what
works best for your configuration.

This section provides guidelines for working with the following types of volumes:

Solaris Volume Manager RAID 0 (concatenation and stripe) volumes
RAID 1 (mirror) volumes

RAID 5 volumes

Soft partitions

Transactional (logging) volumes

File systems that are constructed on Solaris Volume Manager volumes

Choosing Storage Mechanisms

Before you implement your storage management approach, you need to decide what
kinds of storage devices to use. This set of guidelines compares the various storage
mechanisms to help you choose. Additional sets of guidelines apply to specific storage
mechanisms as implemented in Solaris Volume Manager. See specific chapters about
each volume type for details.

Note — The storage mechanisms that are listed here are not mutually exclusive. You
can use these volumes in combination to meet multiple goals. For example, you could
first create a RAID 1 volume for redundancy. Next, you could create soft partitions on
the RAID 1 volume to increase the number of discrete file systems that are possible.

TABLE 2-1 Choosing Storage Mechanisms

RAIDO
Requirements (Concatenation) | RAID 0 (Stripe) | RAID 1 (Mirror) | RAID5 Soft Partitions
Redundant No No Yes Yes No
data
Improved No Yes Depends on | Yes No
read underlying
performance device
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TABLE 2-1 Choosing Storage Mechanisms (Continued)

RAID 0
Requirements (Concatenation) | RAID 0 (Stripe) | RAID 1 (Mirror) | RAID5 Soft Partitions
Improved No Yes No No No
write
performance
More than 8 | No No No No Yes
slices per
device
Larger Yes Yes No Yes No
available
storage space

TABLE 2-2 Optimizing Redundant Storage

RAID 1 (Mirror) RAID 5
Write operations Faster Slower
Random read Faster Slower
Hardware cost Higher Lower

m  RAID 0 devices (stripes and concatenations), and soft partitions do not provide any
redundancy of data.

m  Concatenation works well for small random I/O.
m  Striping performs well for large sequential I/O and for random I/O distributions.

®  Mirroring might improve read performance, but write performance is always
degraded in mirrors.

®  Because of the read-modify-write nature of RAID 5 volumes, volumes with over
about 20 percent writes should not be RAID 5. If redundancy is required, consider
mirroring.

m  RAID 5 writes cannot be as fast as mirrored writes, which in turn cannot be as fast
as unprotected writes.

m  Soft partitions are useful for managing very large storage devices.

Note — In addition to these generic storage options, see “Hot Spare Pools” on page 44
for more information about using Solaris Volume Manager to support redundant
devices.
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Performance Issues

General Performance Guidelines

When you design your storage configuration, consider the following performance
guidelines:

Striping generally has the best performance, but striping offers no data
redundancy. For write-intensive applications, RAID 1 volumes generally have
better performance than RAID 5 volumes.

RAID 1 and RAID 5 volumes both increase data availability, but both volume types
generally have lower performance for write operations. Mirroring does improve
random read performance.

RAID 5 volumes have a lower hardware cost than RAID 1 volumes, while RAID 0
volumes have no additional hardware cost.

Identify the most frequently accessed data, and increase access bandwidth to that
data with mirroring or striping.

Both stripes and RAID 5 volumes distribute data across multiple disk drives and
help balance the I/O load.

Use available performance monitoring capabilities and generic tools such as the
iostat command to identify the most frequently accessed data. Once identified,
the access bandwidth to this data can be increased using striping, RAID 1 volumes
or RAID 5 volumes.

The performance of soft partitions can degrade when the soft partition size is
changed multiple times.

RAID 5 volume performance is lower than stripe performance for write operations.
This performance penalty results from the multiple I/O operations required to
calculate and store the RAID 5 volume parity.

For raw random 1/0O reads, the stripe and the RAID 5 volume are comparable.
Both the stripe and RAID 5 volumes split the data across multiple disks. RAID 5
volume parity calculations are not a factor in reads except after a slice failure.

For raw random I/O writes, the stripe is superior to RAID 5 volumes.
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Optimizing for Random I/O and
Sequential I/O

This section explains Solaris Volume Manager strategies for optimizing your particular
configuration.

If you do not know if sequential I/O or random I/O predominates on the Solaris
Volume Manager volumes you are creating, do not implement these performance
tuning tips. These tips can degrade performance if the tips are improperly
implemented.

The following optimization suggestions assume that you are optimizing a RAID 0
volume. In general, you would want to optimize a RAID 0 volume, then mirror that
volume to provide both optimal performance and to provide data redundancy.

Random I/O

In a random I/0O environment, such as an environment used for databases and
general-purpose file servers, all disks should spend equal amounts of time servicing
I/0 requests.

For example, assume that you have 40 Gbytes of storage for a database application. If
you stripe across four 10 Gbyte disk spindles, and if the I/O is random and evenly
dispersed across the volume, then each of the disks will be equally busy, which
generally improves performance.

The target for maximum random I/O performance on a disk is 35 percent or lower
usage, as reported by the iostat command. Disk use in excess of 65 percent on a
typical basis is a problem. Disk use in excess of 90 percent is a significant problem. The
solution to having disk use values that are too high is to create a new RAID 0 volume
with more disks (spindles).

Note — Simply attaching additional disks to an existing volume cannot improve
performance. You must create a new volume with the ideal parameters to optimize
performance.

The interlace size of the stripe does not matter because you just want to spread the
data across all the disks. Any interlace value greater than the typical 1/O request will
do.
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Sequential Access I/0O

You can optimize the performance of your configuration to take advantage of a
sequential I/O environment, such as DBMS servers that are dominated by full table
scans and NFS servers in very data-intensive environments, by setting the interlace
value low relative to the size of the typical I/O request.

For example, assume a typical I/O request size of 256 Kbyte and striping across four
spindles. A good choice for stripe unit size in this example would be: 256 Kbyte / 4 =
64 Kbyte, or smaller.

This strategy ensures that the typical I/O request is spread across multiple disk
spindles, thus increasing the sequential bandwidth.

Note — Seek time and rotation time are practically zero in the sequential case. When
you optimize sequential I/O, the internal transfer rate of a disk is most important.

In sequential applications, the typical I/O size is usually large, meaning more than 128
Kbytes or even more than 1 Mbyte. Assume an application with a typical I/O request
size of 256 Kbytes and assume striping across 4 disk spindles. 256 Kbytes / 4 = 64
Kbytes. So, a good choice for the interlace size would be 32 to 64 Kbyte.
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CHAPTER 3

Solaris Volume Manager Overview

This chapter explains the overall structure of Solaris Volume Manager and provides
the following information:

m  “What Does Solaris Volume Manager Do?” on page 35

m  “Solaris Volume Manager Requirements” on page 38

m  “Overview of Solaris Volume Manager Components” on page 38

m  “Solaris Volume Manager Configuration Guidelines” on page 45

m  “Overview of Creating Solaris Volume Manager Elements” on page 46
|

What Does Solaris Volume Manager Do?

Solaris Volume Manager is a software product that lets you manage large numbers of
disks and the data on those disks. Although there are many ways to use Solaris
Volume Manager, most tasks include the following:

®  Increasing storage capacity
® Increasing data availability
®  Easing administration of large storage devices

In some instances, Solaris Volume Manager can also improve I1/O performance.

How Does Solaris Volume Manager Manage
Storage?

Solaris Volume Manager uses virtual disks to manage physical disks and their
associated data. In Solaris Volume Manager, a virtual disk is called a volume. For
historical reasons, some command-line utilities also refer to a volume as a
“metadevice.”
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A volume is functionally identical to a physical disk in the view of an application or a
file system. Solaris Volume Manager converts I/O requests directed at a volume into
I/0 requests to the underlying member disks.

Solaris Volume Manager volumes are built from disk slices or from other Solaris
Volume Manager volumes. An easy way to build volumes is to use the graphical user
interface that is built into the Solaris Management Console. The Enhanced Storage tool
within the Solaris Management Console presents you with a view of all the existing
volumes. By following the steps in wizards, you can easily build any kind of Solaris
Volume Manager volume or component. You can also build and modify volumes by
using Solaris Volume Manager command-line utilities.

For example, if you need more storage capacity as a single volume, you could use
Solaris Volume Manager to make the system treat a collection of slices as one larger
volume. After you create a volume from these slices, you can immediately begin using
the volume just as you would use any “real” slice or device.

For a more detailed discussion of volumes, see “Volumes” on page 39.

Solaris Volume Manager can increase the reliability and availability of data by using
RAID 1 (mirror) volumes and RAID 5 volumes. Solaris Volume Manager hot spares
can provide another level of data availability for mirrors and RAID 5 volumes.

Once you have set up your configuration, you can use the Enhanced Storage tool
within the Solaris Management Console to report on its operation.

How to Interact With Solaris Volume Manager

Use either of these methods to interact with Solaris Volume Manager:

®m  Solaris Management Console-This tool provides a graphical user interface to
volume management functions. Use the Enhanced Storage tool within the Solaris
Management Console as illustrated in Figure 3-1. This interface provides a
graphical view of Solaris Volume Manager components, including volumes, hot
spare pools, and state database replicas. This interface offers wizard-based
manipulation of Solaris Volume Manager components, enabling you to quickly
configure your disks or change an existing configuration.

®  The command line-You can use several commands to perform volume
management functions. The Solaris Volume Manager core commands begin with
meta for example the metainit and metastat commands. For a list of Solaris
Volume Manager commands, see Appendix B.
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Note — Do not attempt to administer Solaris Volume Manager with the command line
and the graphical user interface at the same time. Conflicting changes could be made
to the configuration, and the behavior would be unpredictable. You can use both tools
to administer Solaris Volume Manager, but not concurrently.

4| Management Tools: Solaris Management Console 2.1
Console Edit Action View Go Help
| New Console || = Open Toolbox ‘ m Delete D Properties @5 Refresh || <% Up Lewel | Wiew As ‘ E] Filter I = Show Commancs
Navigation | Hame ~ |Type |DiskSet | State | Size | Usage |HSP
8> Management Tools @124 Soft Partition <none> oK 100.0MB  <none> <none>
P This Computer {lexican) .
© ili System Status & di126 Saft Partition <nanes= CK 100.0 MEB  =<naone= <nanes=
& J5 System Configuration |G o128 Soft Partition =none> Deleting 10.0MB  <none> <none>
@ % Services & 127 Sift Partition <none= Creating 700.0 ME  <none= <none=
¢ 1 Sto=ge Q;ma Concatenation (RAIDO) =none> 137 GB =nonex =none>
& Mounts and Share =—
Dicks & d15 Concatenation (RAID <nanes= 30023 MB  <none= <nanes=
2}
@ [ Enhanced Storge |Gy o1s Concatenation (RAIDD) <none> 301589 MB  <nonex <none>
S G d17 Cancatenation (RAID <hanes 301.89 MB  <nones <hanes
B Hot Spare Pool | 2 T (RAIDO)
47 State Datakase Gy 25 Concatenation (RAIDO) <nones 598GB <nonex <nonex
¥ Disk Sets HEr Stripe (RAIDO) <nane= 40GE =<none= <nane=
Devices and Harciwarg % RAIDS <nonex Ok 10.01 GB  =none> h=p050
b Minor (RAID 1) <nanes> 6.01 GEB <none= <nanes>
Concatenation (RAIDO) =none> Ok 6.01 GB Submirmor of d70 =none>
Caoncatenation (RAIDO) <nanes> OK 6.01 GEB Subrmiror of d70 <nanes>
Soft Partition =none> Ok 10GE =nonex =none>
Saft Partition <hanes OK 1.0GB =<none> <hanes
Soft Partition =none> Ok 10GE =nonex =none>
I‘:I:E Saft Partition <hanes OK 1.0GB <none> <nones>
Information ‘
CED
@ To see more information at a glance about this mirror volume and the other volumes listed, choose View->View As->Details
valumes ® - Double-click this device to bring up the Properties dialog box
E— ® - Right-click on this device to bring up a context menu that lists tasks you can perform
~
4 d70 ® - Choose other options from the Action or View menus to view information shout and to change this wolume,
% Context Help |1
| 22 Yolumes

FIGURE 3-1 View of the Enhanced Storage tool (Solaris Volume Manager) in the Solaris Management Console

v How to Access the Solaris Volume Manager
Graphical User Interface

The Solaris Volume Manager graphical user interface (Enhanced Storage) is part of the
Solaris Management Console. To access the graphical user interface, use the following
instructions:

1. Start Solaris Management Console on the host system by using the following
command:
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% /usr/sbin/smc

. Double-click This Computer.

. Double-click Storage.

. Double-click Enhanced Storage to load the Solaris Volume Manager tools.
. If prompted to log in, log in as root or as a user who has equivalent access.

. Double-click the appropriate icon to manage volumes, hot spare pools, state

database replicas, and disk sets.

Tip — All tools in the Solaris Management Console display information in the bottom
section of the page or at the left side of a wizard panel. Choose Help at any time to
find additional information about performing tasks in this interface.

Solaris Volume Manager Requirements

Solaris Volume Manager requirements include the following;:

®  You must have root privilege to administer Solaris Volume Manager. Equivalent
privileges granted through the User Profile feature in the Solaris Management
Console allow administration through the Solaris Management Console. However,
only the root user can use the Solaris Volume Manager command-line interface.

m  Before you can create volumes with Solaris Volume Manager, state database
replicas must exist on the Solaris Volume Manager system. At least three replicas
should exist, and the replicas should be placed on different controllers and different
disks for maximum reliability. See “About the Solaris Volume Manager State
Database and Replicas” on page 53 for more information about state database
replicas, and “Creating State Database Replicas” on page 62 for instructions on
how to create state database replicas.

38

Overview of Solaris Volume Manager
Components

The four basic types of components that you create with Solaris Volume Manager are
volumes, disk sets, state database replicas, and hot spare pools. The following table
gives an overview of these Solaris Volume Manager components.
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TABLE 3-1 Summary of Solaris Volume Manager Components

Solaris Volume Manager
Component

Definition

Purpose

For More Information

RAID 0 volumes (stripe,
concatenation,
concatenated stripe), RAID
1 (mirror) volumes, RAID
5 volumes

Soft partitions

State database (state
database replicas)

Hot spare pool

Disk set

A group of physical slices
that appear to the system
as a single, logical device

Subdivisions of physical
slices or logical volumes to
provide smaller, more
manageable storage units

A database that stores
information on disk about
the state of your Solaris
Volume Manager
configuration

A collection of slices (hot
spares) reserved to be
automatically substituted
in case of component
failure in either a
submirror or RAID 5
volume

A set of shared disk drives
in a separate namespace
that contain volumes and
hot spares and that can be
non-concurrently shared
by multiple hosts

To increase storage
capacity, performance, or
data availability.

To improve manageability
of large storage volumes.

Solaris Volume Manager
cannot operate until you
have created the state
database replicas.

To increase data
availability for RAID 1 and
RAID 5 volumes.

To provide data
redundancy and
availability and to provide
a separate namespace for
easier administration.

“Volumes” on page 39

“State Database and State
Database Replicas”
on page 43

“Hot Spare Pools”
on page 44

“Disk Sets” on page 44

Volumes

A volume is a name for a group of physical slices that appear to the system as a single,
logical device. Volumes are actually pseudo, or virtual, devices in standard UNIX®

terms.

Note — Historically, the Solstice DiskSuite™ product referred to these logical devices
as “metadevices.” However, for simplicity and standardization, this book refers to
these devices as “volumes.”
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Classes of Volumes

You create a volume as a RAID 0 (concatenation or stripe) volume, a RAID 1 (mirror)
volume, a RAID 5 volume, a soft partition, or a transactional logging volume.

You can use either the Enhanced Storage tool within the Solaris Management Console
or the command-line utilities to create and administer volumes.

The following table summarizes the classes of volumes:

TABLE 3-2 Classes of Volumes

Volume Description

RAID 0 (stripe or Can be used directly, or as the basic building blocks for mirrors and

concatenation) transactional devices. RAID 0 volumes do not directly provide data
redundancy.
RAID 1 (mirror) Replicates data by maintaining multiple copies. A RAID 1 volume is

composed of one or more RAID 0 volumes that are called submirrors.

RAID 5 Replicates data by using parity information. In the case of disk failure,
the missing data can be regenerated by using available data and the
parity information. A RAID 5 volume is generally composed of slices.
One slice’s worth of space is allocated to parity information, but the
parity is distributed across all slices in the RAID 5 volume.

Transactional Used to log a UFS file system. (UFS logging is a preferable solution to
this need, however.) A transactional volume is composed of a master
device and a logging device. Both of these devices can be a slice, RAID 0
volume, RAID 1 volume, or RAID5 volume. The master device contains
the UFS file system.

Soft partition Divides a slice or logical volume into one or more smaller, extensible
volumes.

How Are Volumes Used?

You use volumes to increase storage capacity, performance, and data availability. In
some instances, volumes can also increase I/O performance. Functionally, volumes
behave the same way as slices. Because volumes look like slices, the volumes are
transparent to end users, applications, and file systems. Like physical devices,
volumes are accessed through block or raw device names. The volume name changes,
depending on whether the block or raw device is used. See “Volume Names”

on page 42 for details about volume names.

You can use most file system commands, including mkfs, mount, umount, ufsdump,
ufsrestore, and others on volumes. You cannot use the format command,
however. You can read, write, and copy files to and from a volume, as long as the
volume contains a mounted file system.
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Example—Volume That Consists of Two Slices

Figure 3-2 shows a volume “containing” two slices, one slice from Disk A and one
slice from Disk B. An application or UFS treats the volume as if it were one physical
disk. Adding more slices to the volume increases its capacity.

Physical disks do
Aand B

Disk A
c1t1d0s2 c1t1d0s2
\ c2t2d0s2 J

do

Disk B
c2t2d0s2

FIGURE 3-2 Relationship Among a Volume, Physical Disks, and Slices

Volume and Disk Space Expansion

Solaris Volume Manager enables you to expand a volume by adding additional slices.
You can use either the Enhanced Storage tool within the Solaris Management Console
or the command line interface to add a slice to an existing volume.

You can expand a mounted or unmounted UFS file system that is contained within a
volume without having to halt or back up your system. Nevertheless, backing up your
data is always a good idea. After you expand the volume, use the growfs command
to grow the file system.

Note — After a file system has been expanded, the file system cannot be shrunk. Not
shrinking the size of a file system is a UFS limitation. Similarly, after a Solaris Volume
Manager partition has been increased in size, it cannot be reduced.

Applications and databases that use the raw volume must have their own method to
“grow” the added space so applications can recognize it. Solaris Volume Manager
does not provide this capability.
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You can expand the disk space in volumes in the following ways:

Adding one or more slices to a RAID 0 volume

Adding a slice or multiple slices to all submirrors of a RAID 1 volume

Adding one or more slices to a RAID 5 volume

Expanding a soft partition with additional space from the underlying component

The growfs Command

The growfs command expands a UFS file system without loss of service or data.

However, write access to the volume is suspended while the growfs command is
running. You can expand the file system to the size of the slice or the volume that

contains the file system.

The file system can be expanded to use only part of the additional disk space by using
the -s size option to the growfs command.

Note — When you expand a mirror, space is added to the mirror’s underlying
submirrors. Likewise, when you expand a transactional volume, space is added to the
master device. The growfs command is then run on the RAID 1 volume or the
transactional volume, respectively. The general rule is that space is added to the
underlying devices, and the growfs command is run on the top-level device.

Volume Names

Volume Name Requirements
There are a few rules that you must follow when assigning names for volumes:

®  Volume names must begin with the letter “d” followed by a number (for example,
do).

®  Solaris Volume Manager has 128 default volume names from 0-127. The following
table shows some example volume names.

TABLE 3-3 Example Volume Names

/dev/md/dsk/do Block volume do
/dev/md/dsk/dl Block volume d1
/dev/md/rdsk/d126 Raw volume d126
/dev/md/rdsk/d127 Raw volume d127

m  Instead of specifying the full volume name, such as /dev/md/dsk/d1, you can
often use an abbreviated volume name, such as d1, with any meta* command.
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m  Like physical slices, volumes have logical names that appear in the file system.
Logical volume names have entries in the /dev/md/dsk directory for block
devices and the /dev/md/rdsk directory for raw devices.

®  You can generally rename a volume, as long as the volume is not currently being
used and the new name is not being used by another volume. For more
information, see “Exchanging Volume Names” on page 237.

Volume Name Guidelines

The use of a standard for your volume names can simplify administration, and enable
you at a glance to identify the volume type. Here are a few suggestions:

m  Use ranges for each particular type of volume. For example, assign numbers 0-20
for RAID 1 volumes, 21-40 for RAID 0 volumes, and so on.

®  Use a naming relationship for mirrors. For example, name mirrors with a number
that ends in zero (0), and submirrors that end in one (1) and two (2). For example,
you might name mirrors as follows: mirror d10, submirrors d11 and d12; mirror
d20, submirrors d21 and d22, and so on.

®m  Use a naming method that maps the slice number and disk number to volume
numbers.

State Database and State Database Replicas

The state database is a database that stores information on disk about the state of your
Solaris Volume Manager configuration. The state database records and tracks changes
made to your configuration. Solaris Volume Manager automatically updates the state
database when a configuration or state change occurs. Creating a new volume is an
example of a configuration change. A submirror failure is an example of a state
change.

The state database is actually a collection of multiple, replicated database copies. Each
copy, referred to as a state database replica, ensures that the data in the database is
always valid. Multiple copies of the state database protect against data loss from
single points-of-failure. The state database tracks the location and status of all known
state database replicas.

Solaris Volume Manager cannot operate until you have created the state database and
its state database replicas. It is necessary that a Solaris Volume Manager configuration
has an operating state database.

When you set up your configuration, you can locate the state database replicas on
either of the following:

®  On dedicated slices
®  On slices that will later become part of volumes
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Solaris Volume Manager recognizes when a slice contains a state database replica, and
automatically skips over the replica if the slice is used in a volume. The part of a slice
reserved for the state database replica should not be used for any other purpose.

You can keep more than one copy of a state database on one slice. However, you
might make the system more vulnerable to a single point-of-failure by doing so.

The system continues to function correctly if all state database replicas are deleted.
However, the system loses all Solaris Volume Manager configuration data if a reboot
occurs with no existing state database replicas on disk.

Hot Spare Pools

A hot spare pool is a collection of slices (hot spares) reserved by Solaris Volume Manager
to be automatically substituted for failed components. These hot spaces can be used in
either a submirror or RAID 5 volume. Hot spares provide increased data availability
for RAID 1 and RAID 5 volumes. You can create a hot spare pool with either the
Enhanced Storage tool within the Solaris Management Console or 