A Game-Theoretic Analysis of Wireless Access
Point Selection by Mobile Users

Kimaya Mittal*, Elizabeth M. Belding, Subhash Sufi
*Citrix Online, 6500 Hollister Avenue, Goleta, CA 93117
fDepartment of Computer Science, University of Califorranta Barbara
kimaya.mittal@citrix.com{ebelding, sufi@cs.ucsb.edu

Abstract—A user located in a congested area of a wireless nearby location with greater available capacity and prampt
LAN may benefit by moving to a less-crowded area and using the user to move to that location. This idea is appealingesinc
a less-loaded access point. This idea has gained attentiooh i 4t only meets the user’s needs but also redistributessuse

researchers in recent literature [3], [21]. However, its eflectiveness bal twork load and i tilizati
and stability are questionable. Each user selects the aceepoint alances network foad and Improves resource utilization.

that offers the optimal trade-off between load and distanceo be Apart from being non-uniform, the distribution of users in
traveled. Since users are selfish, a user’s selection may astsely the network may be dynamic and often unpredictable. This
impact other users, in turn motivating them to change their creates a potential problem, which we illustrate by extegdi
selections. Also, future user arrivals and exits may invallate  hg earlier example scenario. In the example, the user at the
current selections. This paper presents the first game-theetic . . . . .
analysis of this idea. We model access point selection as angg ~ 27POrt decides to move to a different gate in order to obtain
characterize the Nash equilibria of the system and examine More bandwidth. However, while she is positioned at the
distributed myopic selections that naturally mimic selfishusers. new location, more users arrive and cause an increase in the
We analytically and empirically assess the impact of user dersity  network load at this location. As a result, the bandwidthreha
and dynamic exit patterns on system behavior. The paper gyajaple to the user decreases. The new bandwidth shale cou
contributes to a deeper understanding of the costs, benefisnd . .
stability of such a solution in various usage scenarios, wbh is pOte““_a'_'Y be even lower than what Was' available to the.user
an essential pre-requisite for real-world deployment. at the initial location. The user may decide to move again to
receive more bandwidth. However, the same problem can recur
at the new location. Thus, the change of location may bring
l. INTRODUCTION no benefit to the user, resulting in dissatisfaction and edst

Wireless LANs are commonly deployed to provide Internegffort. In a worst case scenario, the user may be prompted to
access, particularly in large areas such as university argbe move repeatedly, leading to instability in the system.
rate campuses, airports and shopping malls. To obtain metwo Thus, although the idea of a mobile user changing location
connectivity in a wireless LAN, a device must first locate antb obtain more bandwidth can bring benefits to both the user
associate itself with an access point within transmissémmye. and the network, its effectiveness and stability need to be
Several access points are typically deployed across anirare@xamined before it can be applied in real networks. With
order to provide uninterrupted network coverage. this motivation, we present an analysis of the stability and

In many deployment scenarios, the distribution of users jrerformance of such a system.
the geographical area is non-uniform. Consider the exampleA user is motivated to move to a different location if and
of an airport, where the concentration of users at differennly if the bandwidth gain justifies the extra distance to be
gates may vary significantly depending on flight schedules.traveled. In other words, there is a trade-off between the
high concentration of users in a localized area increases thandwidth gained by changing location and the effort inedlv
load on the access points in that area, resulting in a redudedtraveling the additional distance to the access point. To
bandwidth share per user. The wireless medium may becog@dect an access point, the user weighs the load and distance
congested, resulting in undesirable effects such as pémkgt parameters for all access points in the system and then eboos
and increased end-to-end delay. the one that is optimal.

While the access points in the congested area are overdhere are two main reasons for the potential ineffectivenes
loaded, those in other less-crowded areas of the network n&iyd instability of such a system. The first reason is thaheeit
simultaneously be under-utilized. In such circumstanaeser the network nor the user has prior knowledge of how the
located in the congested region could benefit by moving touger distribution in the network will change in the futtire
different area of the network and using an access point thfsg a result, decisions that are based on current conditions
is less loaded. This idea was first envisioned in a semimaRy be invalidated by future changes. The second reason is
paper by Satyanarayanan [21]. The paper describes a szentvat each user makes an independent location change decisio
where a user at an airport gate is unable to obtain sufficighat optimizes her own benefit, without regard to other users
bandWid?h to comp_lete her taSks due tO_ a high Concel’r[ratioqlt may be possible to predict user movement based on pasmhiand
of users in the locality. As a solution to this problem, theasm other domain-specific information, such as flight scheddtesthe airport
computing system running on the user’s machine discovergxample; however, this cannot be assumed for the generel cas



or to the system as a whole. In other words, users are selfisiThis paper thus contributes to a deeper understanding of the
entities and their decisions may therefore unintentigrtadirm costs, benefits and stability of load-distance-basedilligé&d
the interests of other users and the entire system. access point selection in various usage scenarios. Such an
Game theory is an appropriate tool to analyze systernaderstanding is an essential pre-requisite to enablexedt!
comprising selfish rational entities. We therefore modda thdeployment of such a system. The remainder of the paper
access point selection system as a game. The stable userstmrganized as follows: Section Il presents a brief review
access-point assignments are the Nash equilibria of theegawf related work. In Section Il we model the access point
Although game theory helps us explore multi-player inteselection game for a simple system, while Section 1V deserib
actions and understand the form of resulting stable outspmthe myopic access point selection algorithm. In Section ¥, w
which can often be counter-intuitive, it does not suggeatd some complexities to the system model and examine their
algorithms to reach the desired outcome. In deciding aegjyat effect on system behavior. Section VI presents our simaati
each player must take into account the possible actions bEsed evaluation of system performance with dynamic user
other players; this potentially infinite sequence of spatioih- arrivals and exits. Finally, Section VIl concludes the pape
counter-speculation often makes it difficult to design dis-
tributed algorithms for achieving Nash equilibria. Spexifiy,
for our access point selection game, each user must consider
the choices of other, both current and future, users. Sinee t The idea of a user changing location to obtain more band-
choice of one user may invalidate the selections of othersusewidth was first described by Satyanarayanan in the context of
in principle there could be a non-terminating sequence ef ugpervasive computing environment [21]. In the envisionegt sc
moves, never leading to equilibrium. nario, a device gathers inputs from the network and apjdinat
Our analysis begins with a system comprised of a usend appropriately suggests a location change to the uskaso t
population with homogeneous preferences and a simple #re user can obtain sufficient bandwidth to complete hestask
rival/departure model. Although our previous observatittmd However, no implementation or evaluation is performed and
one to believe that an algorithm that guarantees equilibriuno consideration is given to the stability of the approachl- B
is likely to be fairly complex, we find that, with the simpleachandran et al. propose network-directed roaming tovelie
system model, a trivial myopic algorithm that naturally nés1  congestion in public area wireless LANS [3]. In their propds
selfish user behavior always brings the game to a Nasblution, heavily-loaded access points direct mobile siser
equilibrium in just a single iteration. In other words, eager move to less-loaded cells for improved service. Since the ne
makes a single selfish selection based on the current statdogftions are computed centrally, stability is not an issere;
the system and is never motivated to change her mind. Thiewever, the drawback is that this scheme does not take into
is different from several well-known games, where a greedynsideration the individual preferences of users. A sofut
strategy does not result in equilibrium. that gives users the flexibility to make their own selectititss
Real systems may have a heterogenous user population, argde naturally with the distributed nature of networks amel t
users may arrive and depart from the system in a dynangltversity and selfish nature of users. Sanzgiri et al. prepos
fashion. If the user population is heterogenous, the myopiecentralized protocol whereby users can change location t
algorithm no longer results in equilibrium. However, we findmprove quality of service in wireless multihop network®]1
that the maximum individual gain that a user may obtain Since the Internet is comprised of multiple players with
through a unilateral change of strategy is bounded, and tisilfish interests, game theory is an appropriate tool toystud
bound is proportional to the extent of diversity. If diveysin various Internet phenomena [15]. Specifically, game theory
the user population is limited, the potential individualiga has been used to analyze network creation [6], [8], selfish
is low, and therefore users have less motivation to changruting [12], [16], [18] and transport protocols [1]. In tlagea
strategy, resulting in a greater likelihood that the systenf wireless networks, game-theoretic approaches have been
remains stable. proposed for several problems, including multihop rou{i2jy
A dynamic user departure pattern is somewhat at odds w[@¥], power control [7], [20], participation incentivesZPand
the concept of a Nash equilibrium since the definition of Nashireless access pricing [14], [10], [11]. In particular, [i0],
equilibrium implicitly states that the user population mudq11] the fixed rate pricing model is shown to be invalid in
remain static. Dynamic departures can change the statelinfited capacity networks, and a fixed-rate, non-intereapt
the system in unpredictable ways, and maintaining equilibr service model for wireless Internet access is proposed.
may be impossible. We analyze the effectiveness of myopicSuri et al. analyze the selfish load balancing game, where
access point selection based on a load-distance traderoffsélfish clients make a server selection such that their icdal
such a system through simulations. Our results show that, wxecution latency is minimized [23]. This is similar to asse
der a realistic arrival/exit pattern, the effectivenessmyfopic point selection by selfish users. The authors ignore thear&tw
access point selection increases with the average numbetadéncy in their study, which is analogous to the distance
users in the system. The experienced load of a user canb@tween the user and access point in our work. Also, they
improved significantly by traveling relatively short dietzes. impose additional restrictions on the set of permissibieess
Further, the myopic access point selection of a user remafos a given client. Therefore, their results differ sign#itly
optimal for a large percentage of the time that the user fiiom ours. In particular, the myopic strategy does not lead t
present in the system. a Nash equilibrium in their case.

II. RELATED WORK



I11. THE ACCESSPOINT SELECTION GAME on the system equilibrium in our initial analysis. Dynamgeu

In this section we describe the wireless access point sel€its are considered in Section V-C. . _
tion game. We begin with a detailed description of the systemAll @ccess points are identical in capability and differyonl
and state our assumptions. This is followed by a discussibh/0cation and traffic load. The transmissions of an access
of our game-theoretic model of the access point selectiffint and its associated users do not interfere with those
problem. We then derive the condition necessary for atigini ©f N€ighboring access points and their associated usess; th

a Nash equilibrium in this game. is typically achieved by assigning non-overlapping freame

channels to neighboring access points.
o Each user wants to maximize the bandwidth that she can

A. System Description obtain from the network and therefore prefers the leastiéoa

The real-world problem of access point selection by mobikccess point. It has been pointed out that access point load
users involves several complexities. For example, useng n@does not directly correlate with the number of associated
have different bandwidth requirements and may assignrdiffaisers and depends more on individual workload behavior [4],
ent relative importance to the load and distance parametdfg. However, user workloads may vary significantly during
Users may enter and exit the system at random times. Fbe course of their network association, thereby causirg th
our initial analysis, we ignore some of these complexities siccess point loads to fluctuate. A selection based on fluctuat
that the problem becomes more tractable. A description of owrorkloads is not likely to be stable. Also, it may be difficult
system model, including all assumptions, follows. In SetW¥ for a user to pre-determine the workload she will generate.
we revisit some of the complexities by introducing them te thTherefore, for the access point selection decision, wesbeli
system model and examining their effect on system behavitirat it is more practical to estimate access point load based

When a user enters the system (i.e. first connects to e number of associated users, which is a relatively stable
network), she may be located anywhere in the geographigaibperty. Each user, therefore, prefers an access point tha
area covered by the network. A service is deployed in thes fewer associated users. The effect of different indiiid
network that informs users about the location and curread loworkloads is considered in Section V-B.
of all access points. On entering the system, a user obtaéns t Users prefer access points that are closer to their current
necessary information from this service and then selects lagation in order to reduce the extra distance they need to
access point after evaluating the load-distance tradeVd#f travel. In our initial analysis, we assume that each usegass
assume that this evaluation and selection is done basedtlvd same relative importance, or weights, to load and distan
the user’s requirements and preferences by software rgnninhen selecting the optimal access point. In Section V-A,
on the user's machine and is therefore rational. The soétwawe examine the system behavior when users assign different
then prompts the user to move to the selected access poineights to the load and distance parameters. All distanees a

A user can select any access point in the system. Selectifnlidean and therefore satisfy the triangle inequality.
are made sequentially, i.e. each user completes her acceds the following section, we describe how the access point
point selection before the next user enters the systemeSiselection problem is modeled as a game.
the access point selection process typically takes onlywa fe
seconds, the probability that another user arrives befoee - Selection Model
previous user completes her selection is low in most scesari  We model the access point selection game as follows. The
and so we ignore this possibility in our analysis. Note that t players in this game are the users. Each user can select any on
user need not physically move to the new location before théthe access points in the network. Thus, if there/raccess
next user’s arrival; it is sufficient that the user’s selestis points in the network, each player has possible strategies.
communicated to the network service by the software runnig cost is assigned to each strategy, i.e. each access point,
on the user's machine. as described further in this section. The utility of a player

On selecting an access point, the user is assumed to mavéversely proportional to her cost. Each player’s ohject
very close to the access point used, such that the distaicao maximize her utility from the system by minimizing
between the user and the access point becomes negligibléén cost. Therefore, every user selects the access point tha
comparison with the distances between access points. This the least cost. Users make their selections sequgntiall
assumption significantly simplifies our analysis. Once theru When making a selection, each user has knowledge of the
associates with an access point and begins a data sessiondglisions made by users before her in the sequence through
remains stationary. This is consistent with the obserwatiof information available from the deployed network servicet b
recent wireless network usage studies [9], [13]. is unaware of the remaining users. The outcome of the game

For our initial analysis, we assume that all users exit the an assignment of users to access points.
system within a very short time of each other. This is a To determine how a cost may be assigned to each access
reasonable assumption for users attending a sports/meesit e point, we refer to our system description from Section llI-
or a conference session, or users waiting for the same flight We have assumed that a user prefers an access point that
at an airport gate, etc. Our assumption implies that when thas fewer associated users. The user also wants to minimize
first user exits the system, all other users are approachimg the extra distance to be traveled in order to associate with
end of their sessions and so are no longer motivated to chamageaccess point. Therefore, our cost function must have the
location. We therefore do not consider the effect of usetsexiollowing characteristics:



User selects access point . . . .
with best trade-off between assign the same relative weight to the user load and distance

distance and load parameters, se has the same value across all users.
The access point selection game has some flavor of a
User selects nearest User selects least sequential game: users make their decisions sequentialy a
access point loaded access point the order of play can influence the outcome. Users are assumed
l to have perfect information about the selections of prewiou
users. However, the selection of a user later in the sequence
}—»00 may cause previous users to change their decisions, and the
0 D,.. number of moves may potentially be infinite. Further, at the
a time of making a selection, users have no knowledge about
how many more users may enter the system and in what
order. Therefore, the backward induction process usedlte so
sequential games cannot be used in this case. Also, since the

« The cost should increase as the number of users assééilection by a player may cause multiple previous players to

Fig. 1. Effect of the value o on the access point selection.

ated with the access point increases. simultaneously change their strategy, the access porxttiah
« The cost should increase with an increase in the distar@@me is not a pure sequential game.
that must be traversed to use the access point. Next, we examine the conditions necessary to attain a Nash

There are several ways to define a cost function that satisféilibrium in this game.
the above characteristics. In this analysis, we choose & cos
function that defines the cost assigned by uséo access C. Nash Condition

point j as: A given assignment of users to access points is a Nash

Cij=axzj+ D, @) equilibrium if and only if no user can increase her utilitg.i
wherez; is the number of users associated with access gpinteduce her cost, by unilaterally changing her strategytieio
D, ; is the cumulative distance traveled by useto reach words, in a Nash equilibrium, no single user is motivated to
access pointj, and a is a constant. This function satisfiesnove to a different access point if the selection of evergepth
both the desired characteristics of the cost function. Niot¢ User remains unchanged. The only stable assignments @& tho
D; ; is the cumulative distance traveled by the user, i.e. if tHBat are Nash equilibria. In order to evaluate the stabiity
user first selects access poinand then relocates to acces$he assignments resulting from our algorithm, we first need t
pointk, D; ; is the sum of the distances traveled for reachingerive the condition that must be satisfied for an assignment
access pointg and k2. to be a Nash equilibrium. This is the objective of this seattio
The constant expresses the relative weight assigned by the Consider an assignment of users to access points. In this
user to the load and distance parameters. Its value can vagpignment, let userbe associated with access pojntSince
from zero to infinity. The higher the value of the greater the We have assumed that a user moves very close to the access
weight assigned to the load parameter in calculating thé C@§iﬂt used, usei must have traveled from her initial location
of an access point. In other words, the higher the valua,of t0 the location of access point let this distance bel; ;.
the greater the distance a user is willing to travel in oraer fNOW, user: will be motivated to move to a different access
use an access point with fewer associated users. SpegificdlPint & if and only if the cost of access pointis less than
from equation 1 we can deduce that the user would be willii§at of access point, i.e. C; , < C; ;. If the assignment is a
to travel a maximum extra distance ofv units in order to Nash equilibrium, no user is motivated to change her detisio
use an access point that hagewer users associated with it. Therefore, to attain Nash equilibrium, it is necessary that
If « = 0, the user does not care about the access point C <
. . .7 i,k (2)
load and always selects the access point that is nearest to he
current location. As the value ef increases, a user is willing Vi < N,k < M, whereN is the total number of users add
to travel larger distances in order to use a less-loadedsaccis the total number of access points. Note thatdicates the
point. Let D,,,.. be thediameter of the wireless network, i.e. access point associated with ugein the given assignment.
Dina. 1S the maximum distance between any two access poitudsing equation 1,
in the network. Then it > D, .., the user always prefers the
access point with the least number of associated userswtitho
regard to its distance. For all values@betweer) andDyaz,  where; is the total number of users associated with access
the user is willing to trade distance to obtain a proporttenapoint j, including useri, and d; ; is the distance of access
decrease in access point load. point j from the initial location of uset (note thatD; ; in
The effect of the value ofv on the access point selectionequation 1 represents the cumulative distance).
decision is graphically represented in Figure 1. As spetifie  Now, if useri moves to access poiit the number of users
Section IlI-A, for our initial analysis we assume that alets associated with access po'm'[jncreases by one. Also, user
2 . . o - needs to travel an additional distance. Since usgcurrently
An alternative way to define the cost function is to consitherdistance of

the access point from the initial location of the user. Thpliaption scenario located very close to acces_s pOIy'],t the current distance
would determine which definition is more appropriate. between usef and access poirk is almost the same as that

Cl"j :Oé*fL‘j-i-diJ (3)



between access poinjsand k. So the additional distance toWithout this service, the user has no information about the
be traveled can be approximatedds;, the distance betweenlocation and current load of the access points in the system
access pointg andk. The cumulative extra distance travelednd therefore cannot make an informed decision. Note that,
by useri in order to use access poihtis then the sum of the while making a selection, the objective of the user is simply
distances traveled for reaching access pgiahd then moving to minimize her own cost.

to access poirt, i.e.d; ;+d; .. Therefore, the cost of moving The myopic algorithm naturally mimics the behavior of a
to access poink is given by selfish rational user in this system. With no knowledge about
whether more users will enter the system and at what locgition

Cig = ox (@ +1) + (dij +djk) ™) the most logical strategy is to select the best access point
where z; is the number of users currently associated withased on the knowledge possessed, i.e. the current state of
access poink. the system. Further, it is in the interest of the selfish user

From equations 2, 3 and 4, we obtain the following condio directly associate with the preferred access point,etner
tion for a Nash equilibrium: increasing its load and discouraging subsequent users from
1 associating with it. The user gains nothing by temporarily
T — Tf < o djr+1 (5) associating with a different access point.

) . .. In the next section, we prove that this algorithm always
Vi < N,k < M. Equation 5 represents the Nash conditio roduces a Nash equilibrium.

for the access point selection game with our simple system

model. Note that even though our cost function considers

the cumulative distance traveled, the decision to move froB) Proof of Nash Equilibrium

one access point to another only depends upon the OIiStanC(e:onsider an assignment of users to access points resultin
between the two access points without regard to the distar#:e 9 P 9

traveled previously. We use the Nash condition to evaluage t om the myopic algorithm described in the previous section
stability of assignments in further sections Assume for the sake of contradiction that this assignment is

. . . I not a Nash equilibrium. Then, at tiniE when all the users
In the next section, we examine a simple distributed myth'w%ve completgd their selection, there must exist a paircéss
Igorithm for int selection. , . ' . . .

algorit or access point selectio points j, k, for which the Nash condition from equation 5 is

violated. In other words,
IV. DISTRIBUTED MYOPIC ALGORITHM

We noted in Section | that, although game theory enables 2 (T) — x(T) > 1 sdjp+1 (6)
us to understand the form of a stable outcome, it does not @
suggest a way to reach that outcome. In other words, the Naghere z;(T") and x,(T) are the number of users associated
condition, which we derived in Section IlI-C, does not pa®i with access pointg and k, respectively, at tim&’, i.e. in the
an algorithm for attaining a Nash equilibrium. Algorithnieat  final assignment. Note that all users are assumed to exit the
guarantee Nash equilibrium are often complex because of #y&stem approximately simultaneously at some later time, so
inter-dependence of the actions of players and the spé&miat no user exits before timé.
counter-speculation involved. Let useri be the last user to have selected access point
We consider a simple myopic algorithm for access point sgge denote the time at which usemade her selection as
lection and examine the stability of the resulting assigntse (t < T). Since useri preferred access point over access
This algorithm naturally mimics the behavior of a selfistyoint & at timet, it follows that
greedy user. We find that, under our simple system model,
this algorithm always produces a Nash equilibrium in just a Cij(t) < Cix(t) (7)
single iteration. This is unlike several other well-knowamges ] ]
where a simple greedy strategy does not result in equilibriu USINg €quation 1, we get

axzj(t) +di; < ax (@) +1)+digk (8)
A. Algorithm
On entering the system, each user executes the followi¥§ere;(t) andz,(t) denote the number of users at access
algorithm to select an access point: points j and k, respectively, after user has completed her
selection (note that;(t) includes user) and d; ; and d;

1) The user obtains information regarding the locations . - .
) re the distances of access poiptand k, respectively, from
of access points and the number of users currenﬁ)(

. ) . e initial location of usei. Therefore,
associated with each access point.

2) The user calculates the cost of each access point based 1
. .. _ < = o— .
on equation 1. 2j(t) = ak(t) < —* (dig — dij) +1 9)

8) The user selects the access point that has the least Cgﬁ{ce usei is the last user to have selected access ppitite

4) The user gssociates h_e r_self with the selected accests PRUmber of users associated with access pgicannot have
after moving towards it if necessary. increased after timeé. In other words,

The information service deployed in the network is critical
in enabling this, or any other, access point selection élyor zj(t) = x;(T) (20)



Also, the number of users associated with access pbintThe Nash condition from equation 5 correspondingly changes
cannot have decreased between timesidT" since users do to )
not exit the system before timE. So, xj—ap < — djj+1 (16)
- < ¢
zk(t) < 2 (T) (11) V usersi associated with access point
Subtracting equation 11 from equation 10, we get Notice that all users associated with a single access point
are no longer equivalent. Equation 16 indicates that, from

2(t) = 2x(t) 2 2;(T) — 2k (T) (12)  among all users associated with a given access point, thie Nas
Using equations 6, 9 and 12, we get condition would be first violated for the user with the larges
« value. In other words, the user with the largesis the first
dife > dij + djk (13)  to be motivated to change her strategy.
Sinced, ;, d; ) andd; are Euclidean distances, they must What event can motivate a user to change her strategy?
satisfy the triangle inequality, i.e., We have assumed that all user exits h_appen approximately
simultaneously and therefore do not motivate users to ahang
dige < dij + djk (14) their strategy. A usep associated with access poijtcan

We see that equations 13 and 14 contradict each other. Thdpgrefore be motivated to move only due to the arrival of
fore our assumption that the assignment resulting from tASOther usey at the same access point. Since ugerefers
myopic algorithm is not a Nash equilibrium must be incorrecfC¢€SS POINj, it follows thata, < a;,. In other words, a user
We have thus proved by contradiction that every assignmdfgmotivated to change her strategy only when another user
of users to access points that is produced by the myopih @ smallera value arrives at the same access point.
algorithm is a Nash equilibrium with our simple system model 'S @ Nash assignment always possible in this system? The
Observe that a Nash equilibrium is constantly maintainezhevarrival of each user can potentially displace only thoseaause
while users are entering the system. In other words, all sUat have a largen value than her own. These users may
assignments that exist temporarily while users are ergatie  change their selection and in turn displace other users with
system are also Nash equilibria. stlll_ larger a values. Within a finite user ppp_ulanon, this
In the next section, we add some complexities to our systetfi1€S of displacements cannot continue infinitely and must

model and examine how this affects the behavior of the systeffiminate when the user with the largestvalue has made
her selection. The resulting assignment is guaranteed ® be

Nash equilibrium.
V- MORECOMPLFX SYSTEM_MODELS, It follows that, with global knowledge of all users, a Nash

The analysis presented in the previous sections was baggdignment can be trivially computed by ordering the users i
on the simple system model described in Section IlI-A. Reﬁ‘{creasing order ofx and then running the simple myopic
systems, however, are often more complex than this modglyorithm from Section IV-A. However, when user arrivals
In this section, we examine how the behavior of the accegg, randomly ordered, the myopic algorithm is no longer
point selection game changes when various complexities %"L‘?aranteed to produce a Nash assignment.
added to the system model. First, we allow each user 10yhen an algorithm does not produce a Nash equilibrium,
assign different weights to the load and distance parasiéler it js often useful to compute the maximum individual gain
selecting the optimal access point. Next, we considert@iffe 4t 4 yser can obtain through a unilateral change of syateg
individual user workloads when determining the accesstpoiine |ower the individual gain, the lower the motivation for

loads. Finally, we discuss the effect of dynamic user exdmf 4 change of strategy, and the higher the likelihood that the

the system. user adheres to her original selection, thereby maintgittie
stability of the system. Consider a situation where a user
A. Diversity in o Values arrives at access poigitand motivates another usecurrently

The constanty represents the relative weight assigned bgssociated with access pojnto move to access poikt Since
the user to the access point load and distance parametdf€rg prefers access point over access point, it follows
Different users may assign different values dodepending that, 1
on their requirements. For example, bandwidth is of critica rj—xp < —*xdjp+1 a7)
importance to a user who urgently needs to download a large %q
file. This user may be willing to travel a relatively largeFrom equation 15, the individual gain obtained by ugedry
distance in order to improve bandwidth availability; théwes moving from access point to access point is given by
assigned by this user tois therefore high. On the other hand,

a user casually browsing the web does not care as much abomﬁ‘m
bandwidth, so the value she assignsitds likely to be low. =ap* (z; —xp —1) —djk

Let a; denote the relative weight assigned by useto (18)
the access point load and distance parameters. The new %hg equation 17, we get
function is therefore

Cij=a;*xxj+ D; (15)

— Cp =ap*xj+ Dy j— (ap* (x, + 1) + Dp i)

«
Cp = Con < (52 = 1) x (19)
q



Equation 19 gives the upper bound on the individual gaimserg at access poinj motivates another user currently

obtainable through a unilateral change of strategy. Thigeup associated with access pojinto move to access poikt Since

bound depends on the maximum value of the ratta If userq prefers access point over access point, it must be

the diversity of the user population is limited, the maximurtrue that

value of this ratio is small, resulting in a small upper bound S;— Sk < ! xdjp + 54 (22)

on individual gain. In other words, the less diverse the user a

population, the higher the likelihood of attaining a stabl&he individual gain obtained by usgrby moving from access

assignment through the myopic algorithm. In particular, {oint j to access poink is given by

there is no divgrs_ity, i.e. aII_us_ers have the same valu_e_uf(_)r Cpj— Co = Sj+ Dy j — (% (S + 5p) + Dy

the maximum individual gain is zero and a Nash equilibrium ’ ' ’ '

is attained. This is in agreement with the result derived in = ax*(5j = Sk = sp) —djk

Section IV-B. (23)
From equations 22 and 23, we get

B. Diversity in Individual Workloads

In our simple system model, we do not account for dif-
ferences in individual user workloads, and we assume thHRiS is the upper bound on the maximum individual gain,
the load at an access point is estimated based on the nunyseieh depends on the extent of diversity in the user popula-
of associated users. This assumption may not be accuratdi@n- If diversity is limited, the value ofs, — s;,) is small,
some deployment scenarios. A user running a high bandwidgading to a smaller individual gain and greater likelihazfd
application, such as multimedia streaming or file downloagtability. If we do not consider diversity among individueer
is likely to increase access point load by a disproportielyat Workloads, i.e.s; = s,, no individual gain is possible and
higher amount than a user checking e-mail. Therefore, acc®ash equilibrium is attained, as derived in Section IV-B.
point load may not directly correlate with the number of AS mentioned in Section 1lI-A, individual workloads in
associated users. real deployments may vary significantly over time, thereby

Let s; denote the individual workload of usér The total causing access point loads to fluctuate. So a decision based
load at an access poiftis given by S; = 3", s; V usersi On current load conditions may potentially be invalidatad i
associated with access pointUnder this model, the original @ short while. This leads to ineffective decisions and syste

Cpj — Cpe < ax (s — 8p) (24)

cost function from equation 1 changes to instability. Also, a user may be unable to pre-determine her
workload. Therefore, when deploying such a solution, it is
Cij=axS;j+Di; (20)  more practical to use the number of associated users, which
From this, the new Nash condition can be derived as is a relatively stable property, as an indicator of accesatpo
load
1 .
Sj =Sk < —xdjk+si (21)
«
V usersi associated with access poit C. Dynamic User Exits

We again observe that all users associated with a single/Vhen a user exits the system, the load at the corresponding
access point are not equivalent. Equation 21 indicatesthieat access point decreases, potentially motivating othersuter
Nash condition at an access pojntvill be first violated for change their previous selection and associate with thatsacc
the user: with the smallest workload;. This can happen point. In the analysis presented in the previous sectiores, w
only when another useg arrives at the same access poinhave assumed that all users exit the system within a short
(remember we have assumed that user exits do not motiviitee of each other, and so the exit of one user does not
other users to move). Since usgmprefers access point, it motivate other users to change strategy since they are almos
must be true that, > s;. Thus, in this system, the arrival ofat the end of their own sessions. Although this assumption
a user with a larger workload may displace another user withay be reasonable for certain deployment scenarios, there a
a smaller workload. several other scenarios where the exit pattern of users i mo

A Nash assignment is always possible in this system; tlkdgnamic. Our objective in this section is to discuss the ictpa
can be proved by an argument similar to the one used @f dynamic user exits on the access point selection game.
Section V-A. With global knowledge, a Nash equilibrium As mentioned in Section I, a dynamic user exit pattern is
can be computed by ordering users in decreasing order ssimewhat at odds with the concept of a Nash equilibrium.
individual workloads and running the myopic algorithm fronThe definition of a Nash equilibrium states that no single
Section IV-A. Since a user can only displace other users wiglhayer is motivated to unilaterally change her strategyoag|
smaller workloads, when users are ordered in decreasirgy ords all other players adhere to their decisions. This degdimiti
of workloads, no user can cause previous users to be digplageherently implies that the player population must remain
and a Nash equilibrium is obtained in a single iteration.  static. If users dynamically exit from the system, the user

When users are randomly ordered, the myopic algorithpopulation may change in unpredictable ways. Under these
no longer produces a Nash equilibrium. We now compute tlegcumstances, it is extremely difficult, if not impossibte
maximum individual gain that a user may obtain through produce a user-to-access-point assignment that remains in
unilateral change of strategy. Consider that the arrivabofequilibrium. For example, in a system consisting of two asce



points and several users, no matter how the users are adsigmevalues indicated in Figure 1. We do not simulate diversity
to the access points, it is possible that all the users astsaci of « values and individual workloads among users in order to
with one access point exit before the others, thereby digrgp limit the number of simulation parameters and clearly idgnt
the equilibrium. Further, in this scenario, no bound can ke impact of dynamic exit patterns.
placed on the maximum individual gain obtainable through Simulating user arrivals and exits in a realistic manner
a change of strategy; as the number of users in the systmnchallenging. There are very few studies of real wireless
increases, the individual gain can become infinitely large. network deployments that characterize user arrival and exi
The above example is an extreme case. In real-world scengaitterns [4]. Moreover, these patterns can vary signifigant
ios, it is unlikely that users exit the system in such a ceatti in different deployment scenarios. For our study, we assume
fashion. Under a more realistic exit pattern, the potentithhat user arrivals follow a Poisson distribution; the Poiss
individual gain through a change of strategy may not be asrival process is traditionally used to model independeser
large. Further, as the system state changes in unpredictativals [17]. The time spent by users in the system, i.einthe
ways with every user exit, users may be less likely to changgstem time, is assumed to follow an exponential distribution.
their selections based on some intermediate system stage. Thtuitively these distributions seem appropriate and le\a
question remains whether it is still beneficial for a user tgood starting point to examine the effect of dynamic arsval
base her access point selection on the load-distance eéfbdeand exits on the access point selection game. We leave the
when the user first enters the system, as opposed to simglydy of other distributions for future work.
associating with the nearest access point. In the nextosgcti The Poisson arrival process is characterized by a mean inter
we examine this through simulation. arrival time (M I AT'), while the exponentially-distributed time
We use simulation to investigate the behavior of the systespent by users in the system is characterized by a mean in-
under dynamic exit patterns. The simulation results, presk system time {/15T). We fix the MIST at 300 seconds and
in the following section, help us to gauge the benefits, costary the MIAT as 3, 10 and 30 seconds in different tests.
and stability of access point selection based on the lodd-other words, the\/ 15T /M IAT ratio is varied as 100, 30

distance trade-off in dynamic environments. and 10. The larger the value of this ratio, the higher the aate
which users arrive in the system compared to their in-system
VI. EVALUATION times, and so the greater the average number of users in the

In this section, we present a simulation-based study astem. Apart from this dynamic arrival/exit model, we also

myopic access point selection based on the load-distaade-tr implement the simple model described in Section III-A._ Ir$_th
off. Our main objective is to evaluate the costs, benefi@Odel' users enter the system sequentially at the begimiing

and stability of this approach with dynamic user arrivalsl an'€ Simulation and exit simultaneously at the end.
In our simulations, when each user enters the system, she

exits. We also study how the parameterimpacts the user- . . ;
to-access-point assignments. The details of our expetsnefloVes towards and associates with the access point thas offe

are presented in Section VI-A and metrics are defined fRe best load-distance trade-off. Thereafter, furthevais and
Section VI-B. In Section VI-C, we visually examine somd&Xits may motivate the user to change her selection. However

user-to-access-point assignments and the corresponotit isince the arrivals and exits are dynamic and unpredictable,
distributions. Section VI-D presents our simulation résul this motivation is likely to fluctuate. It is desirable forstgm
' stability that users adhere to their initial selections. Sif@-

) ) ulate this desirable behavior and measure metrics sucheas th
A. Experiment Details potential individual gain that can be obtained by selecting

We evaluate the myopic access point selection under balifferent access point and the time for which equilibrium is
uniform and non-uniform user distributions. Each scenhae disrupted, i.e. at least one user in the system wishes togehan
16 access points and 100 users placed in a 500mx500m abea. selection. These metrics indicate whether the simdilate
The access points are arranged in a 4x4 grid in the centeeof tiser behavior is effective and stable.
region, with 100m of distance between adjacent accessgoint The simulations are implemented in Java. For each test
For example, in Figure 2(d), the bounding box indicates thsgenario, we average our results over 100 simulation rutis wi
network area and the small squares represent the access palie random number generator seeded differently in eacHmun.
arranged in a grid. The user locations are generated rarydonglach run, the first user enters the system at time zero, and the
In the first test scenario, users are uniformly distributesimulation executes until the last user has exited the syste
through the entire region, as shown in Figure 2(a), wheré eac
dot represents a user. In the second scenario, 80% of the u "Metrics
are placed within 16% of the total region (200mx200m area),
as seen in Figure 2(d). This scenario models the phenomenori© €evaluate the benefits, costs and stability of access point
of high user concentration in a localized area, which campccS€lection in a dynamic environment, we use the following
in real deployments as noted in Section I. performance metrics:

For our test scenariod),,.., the maximum distance be- « Maximum AP load difference: We define access point
tween any two access points, is approximately 425 units. We (AP) load as the number of users associated with an ac-
therefore vary the value of the parameterfrom 0 to 500 cess point. The maximum AP load difference is calculated
in different tests. This covers the entire range of significa as the difference in average load between the most-loaded



(a) Uniform, «a=0. (b) Uniform, «=30. (c) Uniform, «=90. (d) Non-uniform, (e) Non-uniform, (f) Non-uniform,
a=0. a=30. a=90.

Fig. 2. Sample assignments with uniform and non-unifornr asstribution for different values ofx.

(a) Uniform, «a=0. (b) Uniform, «=30. (c) Uniform, «=90. (d) Non-uniform, (e) Non-uniform, (f) Non-uniform,
a=0. a=30. a=90.

Fig. 3. Sample distribution of access point load with unifoand non-uniform user distribution for different valuescaf

and least-loaded access points. A low value for this metniser-to-access-point assignments and the corresponciegsa
indicates a balanced load distribution. point load distributions. This gives us a feel for the effest

« Average experienced load per userThe experienced ness of this approach. Figure 2 shows sample assignments
load for a user is the load at the associated access pofritm test scenarios with both uniform and non-uniform user
This value is averaged over the in-system time of eadhstributions. In each sub-figure, the small squares reptes
user and then across all users. Again, a low value for thise access points, the dots represent the initial locatains
metric is desirable. users and the lines indicate the assignment. Figure 3 pgresen

« Distance traveled per user This is the distance that athe final distribution of access point load corresponding to
user travels in order to use the access point with the bestch assignment in Figure 2. Note that these assignments are
load-distance trade-off instead of the nearest access. powith the simple system model without dynamic exits.

This metric indicates the cost of this approach. Whena = 0, there is no weight assigned to the access point
« System Nash timeThis is the fraction of time for which |55 parameter, and so each user simply associates with the
a Nash equilibrium exists in the system. The higher thigsarest access point as shown in Figures 2(a) and 2(d). There
value., the better the s.tablllty of the system. _is considerable variation in the access point load for these
« Fraction of users motivated to change strategyThis assignments. As seen in Figures 3(a) and 3(d), respectively
is the fraction of users that are motivated to move ihe access point load varies from 1 to 13 users per access
a different access point at some instant during their insint under the uniform user distribution and from 0 to 44
system time. A low value for this metric is desirable fo{,gerg per access point under the non-uniform user disiibut

greater stab!lity of the system. (note the difference in scale on the Y-axis in the two figures)
« Fraction of in-system time for which users are mo-

tivated to change strategy This is the fraction of a As the value ofa increases, users travel larger distances

user’s in-system time during which her initial access poiﬁ_ tr(_at;iljtpe Itoad, :nd" SO we etxplf_ct thezat;:cesz 2pomt hload
selection is no longer optimal, thereby motivating he IStr uilonnmongirawﬁa {e;)/gn_r?:ij .i Iglir(lastiv(l) ?n V(eljws
to move to a different access point. Only those usep;f assignme dst tf]ma A ‘ f)?cv? cla d?y 0\;\0‘ aue t
for whom this fraction is non-zero are included in th no?g ti]c;rtlpgeres%ntgtr:z Zggi'oﬁal 3?3?;1 CJ:(;ensszSeSS_”P:m
calculation of this metric. Again, a low value indicate ) P i i ! useris wifing

. o travel in order to associate with an access point that has o
greater system stability. . )

fewer associated user.) Even at this low valuexpthe load

o Maximum individual gain: This is the maximum indi- istribution even nsiderably when compared to th
vidual gain that a user can obtain by a change of strate?g.s ution evens considerably wnen compared 1o the case

Itis calculated as a fraction of the user’s current cost. T here_a - 0'. Figures 3(b) and 3(e) show the corresponding

lower the value of this metric, the less the motivation fO|pad distributions.

moving, and so the better the stability of the system. ~ When the value ofa increases to 90, the assignment
lines intersect each other to a greater extent, as seen in

Figures 2(c) and 2(f). This is because users travel larger
distances on entering the system to select an access point
Before studying the behavior of the system under dynamigth a lighter load. Note that the overall efficiency of the
user arrivals and exits, we visually examine some sammssignments could be improved by swapping user-accegs-poi

C. Sample assignments and load distributions
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pairs whose assignment lines intersect; this would maintdb access point load and are willing to travel a larger dis-
the same load distribution while reducing the total diseand¢ance to associate with a lightly-loaded access point. &s th
traveled. However, selfish users do not care about overAlIST/MIAT ratio increases, the average number of users
efficiency and only seek to optimize their individual loadin the system increases, and so a user has to travel farther
distance trade-off. The load distribution improves siguifitly in order to find an access point with a sufficiently low load.
whena increases to 90 and is close to evenly balanced undérerefore, the distance traveled increases with an inergas
both user distributions, as indicated in Figures 3(c) arfjl 3( the M1ST/MIAT ratio.

We thus observe that myopic access point selection basedhe remaining graphs in Figure 4 indicate the stability of
on the load-distance trade-off is very effective in imprayi the system. Figure 4(d) shows the system Nash time. As seen
load distribution even at relatively low values @f In the next in Figure 4(d), the system is always in Nash equilibrium when
section, we examine the effectiveness and stability whensususers exit simultaneously from the system; we proved this in
arrive and exit in a dynamic fashion. Section IV-B. Under a dynamic exit model, this is no longer
the case. We observe that the system Nash time decreases
with an increase in thé/IST /MIAT ratio. To explain this
behavior, we first analyze the effect of user arrivals andsexi

We now present the results of our experiments. Due to lagk system equilibrium. System equilibrium is never disegtb
of space, we only present the results from the test scenapip the arrival of a user (note that we do not model diversity
with non-uniform user distribution. Results from the umifo of individual workloads andy values in these simulations).
user distribution scenario show similar trends. The graphs The exit of a user reduces the load at the corresponding
Figure 4 show results for the dynamic arrival/exit modelhwitaccess point and can therefore disturb the equilibrium by
different M 1ST /M IAT ratio values, and also for the simplemotivating other users to move to that access point. Thesyst
system model with simultaneous exits. equilibrium is subsequently restored either when a new user

Figure 4(a) plots the maximum access point load differenegrives and associates with the same access point, thereby
for different values otv. At o = 0, the maximum access pointincreasing its load again, or when more exits occur at other
load difference is greater than 45 for the simultaneous exitcess points and proportionately reduce their loads.
model, indicating that load distribution is highly imbatzed. Consider that the exit of userfrom access point motivates
For this model, the load distribution improves dramatigalluserp to move from access poitto access point. Assuming
with an increase inv, demonstrating effectiveness even undehat userp adheres to her original selection, equilibrium is
small values otv. As o continues to increase, load distributionrestored when either a new user arrives at access poioit
evens and relative improvements become smaller in magnihen an existing user from access poinexits the system.
tude, until finally the distribution is perfectly balancedidano Since access pointis preferred by usep, it is highly likely
further improvement is possible. that a new user also prefers the same access point. Therefore

With dynamic user arrivals and exits, the improvement ihe chance that equilibrium is restored within the next one o
less dramatic. This is primarily because the average numln user arrivals is high. On the other hand, from among the
of users in the system at any given time is less than in thearious access points in the system, the probability that th
simultaneous exit case. AU IST/MIAT = 10, users enter next exit is from access poirtis low. Therefore, equilibrium
the system relatively slowly when compared to their average not likely to be restored soon if the exit of useris
in-system time. As a result, the average number of usersfallowed by more user exits and no arrivals. Moreover, the
the system at any given time is low, and so there is not musbbsequent exits may create further imbalance in the load
scope for improvement in load distribution. As the value ddistribution, thereby making it harder for equilibrium te b
the MIST/MIAT ratio increases, more users are present mestored. In summary, the system equilibrium is likely to be
the system at any given time, and so myopic access poiestored quickly when a user exit is soon followed by a user
selection is found to be more beneficial. The improvement #rrival, and equilibrium remains disturbed for a longeration
load distribution is most significant at low values @f At when multiple exits occur in succession.
higher o values, users are more evenly distributed and theWhen the value of theW/ IST/MIAT ratio is low, user
average load of all access points over time is approximatelyrivals and exits are fairly evenly intermingled throughthe
equal. Therefore, the maximum difference between averagderation of the simulation. In other words, a user exit i2hk
AP loads is close to zero at higher valuescof(Note that the to be soon followed by a user arrival. As a result, equilibriu
difference between instantaneous AP loads may still be highrestored quickly following any disruptions and the syste
due to dynamic arrivals and exits). Nash time is high. AW/ IST /M IAT increases, user arrivals

The average load experienced per user, shown in Fignd to be clustered in the earlier part of the simulationilevh
ure 4(b), shows similar trends for the same reasons. Figxits are clustered in the later part. Therefore, the exiaof
ures 4(a) and 4(b) demonstrate the benefit of myopic acceser is less likely to be followed by an arrival, and system
point selection in a dynamic system. The greater the averagguilibrium disrupted by the exit does not get restored kjyjc
number of users in the system, the larger the benefit. thereby reducing the system Nash time.

The distance traveled by users to associate with the optimaNext, we examine the trend in system Nash time with
access point is shown in Figure 4(c). The distance increasesreasingy. At a = 0, the system is always in a state of Nash
with an increase inx since users attach greater importancequilibrium. An initial increase in the value of causes system

D. Experiment Results
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Fig. 4. Performance results with dynamic arrivals and exits

Nash time to decrease since users attach greater impotanceeight is assigned to the access point load parameter in the
access point load and therefore have more motivation to moeest calculation. The value also increases with an increase
At a = 100, the system Nash time increases abruptly. Sintke M IST /MIAT ratio due to the clustering of user exits,
this « value equals the inter-access-point distance (100mmhich lead to a greater instantaneous load difference letwe
users can select from a wider range of access points whemtess points. The maximum value of the metric is around
they initially enter the system. As a result, the initialigas 65% in our test scenarios.
ments are more spread out and therefore more stable. Similam summary, our results show that myopic access point
behavior is observed at = 200. WhenMIST/MIAT = 10, selection based on the load-distance trade-off signifizant
a continued increase v causes the stability of the systemimproves load distribution. The magnitude of improvement
to increase significantly. Since on an average there arerfevitcreases with an increase in the average number of users
users in the system, by initially moving longer distancesgra present in the system. System stability is high in the steady
distance themselves from each other and associate witthylighstate but decreases when a large number of user exits tend
loaded access points, thereby reducing the motivation teemao occur in succession. The access point selected by the user
later. Beyond a certain threshold, the increasingalue has on entering the system remains the optimal access point for
no further impact on user decisions, and system Nash tirieat user for 65% or more of the user’s in-system time in
remains constant. The higher the value of Md ST /MIAT all our test scenarios. We also observe that the best trade-
ratio, the greater the average number of users in the systesff, between benefits, costs and stability is obtained at low
and therefore the smaller the threshold valuecobeyond values ofa, i.e. between 30% to 50% of the inter-access-point
which system stability is unaffected. distance. We have conducted more experiments to verify this
Figure 4(e) indicates the average number of users that &havior by increasing the inter-access-point distandébam
motivated to change strategy, while Figure 4(f) indicates t and proportionately increasing the terrain size. The tesof
average fraction of in-system time for which users are thiisese experiments show very similar trends and validate our
motivated. Both graphs show trends that are complementéfjerence.
to the system Nash time in Figure 4(d) and can be explained in
a similar manner. As seen in Figure 4(f), users are motivated
to change strategy for only up to 35% of their in-system time
in the worst case, i.e. the access point selected by the myopiRelocation of users from congested areas to less-crowded
algorithm when the user enters the system remains the optirggeas of a wireless network could be a simple and effective
access point for 65% or more of the user's in-system timgg|ution to balance network load distribution and therahy i
This is an important result, clearly indicating the stapind prove the distribution of bandwidth among users. Howeve, t
effectiveness of the access point selection method. effectiveness and stability of such a system is questienable
Finally, Figure 4(g) shows the maximum instantaneous the selfish nature of users and the lack of prior knowledge
individual gain that a user can obtain through a change about future changes in user distribution, and must be aedly
strategy. This value increases with an increase since more before this solution can be deployed in real wireless nétaior

VIl. CONCLUSION
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In this paper, we presented an analysis of this solutiongusithe areas of networking, distributed systems, and network
a game-theoretic approach. To our knowledge, this is the fiprotocols.
such analysis of this idea. We modeled the system as a gamElizabeth M. Belding is an Associate Professor in the De-
and analyzed the resulting Nash equilibria. We found thrat, partment of Computer Science at the University of Califarni
a system consisting of homogeneous users and a simple Santa Barbara. Elizabeth’s research focuses on mobile net-
rival/exit model, a myopic distributed strategy leads #j@sne working, specifically mesh networks, multimedia, monibay;
to a Nash equilibrium in just a single iteration. When divigrs and advanced service support. She is the founder of the Mo-
is introduced among the users, the myopic algorithm is rmlity Management and Networking (MOMENT) Laboratory
longer guaranteed to produce a Nash equilibrium. Howevéhitp://moment.cs.ucsb.edu) at UCSB. Elizabeth is th@aut
the maximum individual gain that a user can obtain througif over 70 papers related to mobile networking and has served
a unilateral change of strategy is bounded, and this bouod over 50 program committees for networking conferences.
is proportional to the extent of diversity. In other wordset Elizabeth is the recipient of an NSF CAREER award, and a
lower the diversity among the users, the greater the likelch 2002 Technology Review 100 award, awarded to the world’s
that the system will remain stable. top young investigators. See http://www.cs.ucsb.edultéte

We used simulation to analyze the effectiveness and dtabilior further details.
of myopic access point selection when users arrive and tleparSubhash Suriis a professor of Computer Science at the
in a dynamic fashion. We found that the approach givesniversity of California, Santa Barbara. His current resha
greater benefit when more users are present in the systiemerests are algorithms, networked sensing, data streams
on an average. The initial access point selection made by@mputational geometry, and game theory. He has published
user remains the optimal selection for 65% or more of th@ore than 150 research papers, and has been granted several
user’s in-system time, clearly indicating the effectivemi®f patents for his algorithmic innovations. His research has
the approach. The system stability is high when user asivdleen supported by several grants from the National Science

and exits are evenly intermingled; this is likely to be thee&a Foundation.

in several deployment scenarios, such as college campodes a
shopping malls. The best trade-off between costs, benefits a
stability is obtained when the value afis between 30% and
50% of the inter-access-point distance. At these values, of [1]
users can significantly improve experienced load by trageli
relatively short distances. 2]
Our work validates the effectiveness of users changingloca
tion on entering the system to improve received bandwid. W[3
provide a detailed analysis of the behavior of a system base
on this idea in various usage scenarios. Such a system igesimp
to deploy and can bring improvement with relatively little [
effort from users. The magnitude of effectiveness and Etyabi
depends upon the characteristics of the deployment scenaris]
In future work, we plan to empirically examine how this idea
performs under different arrival/exit patterns and wheadbker (g
population is heterogenous. We would also like to explore
more sophisticated non-linear modeling of user prefergnce ]
and other algorithms for access point selection under more

complex system models.
8]
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